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1 Introduction
In the last several decades, two types of criteria of op-
timization in terms of a set-valued mapping f : X →
2Y are considered, where X is a nonempty set and Y
is a real topological vector ordered by a closed con-
vex cone D ⊂ Y . The most overwhelmingly pop-
ular criterion is looking for an efficient point of the
set f(X) = ∪x∈Xf(x). In 1999, Kuroiwa [1] intro-
duced set optimization criterion. This corresponding
criterion is seeking a minimal or maximal set of the
whole image set A = {f(y) : y ∈ X}. Hence various
aspects of set optimization problem have been subse-
quently studied by many authors (see [2-12] and the
reference therein in detail) forasmuch as its wide ap-
plications in economics, optimal control and differen-
tial inclusion, etc. Refer to the literatures [13-15].

It is easy to consider that a problem can be solved
by approximating method. In other word, we can con-
struct several kinds of iterative sequences to approxi-
mate its solution, e.g. [16, 17]. Since it is difficult to
solve many practical problems directly, so we can use
the solutions of their approximate problems to approx-
imating some solution of the original problem. The
key issue is whether the approximating solution se-
quences converge some solution of the original prob-
lem. Thus the notion of well-posedness is introduced.
At present, there are a large number of articles inves-
tigating the well-posedness for many problems, such
as [8, 11, 12, 18].
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As we know, there are a few articles concerning
well-posedness of set optimization problems. Specif-
ically, three kinds of k0-well-posedness and three
kinds of B-well-posedness of a set optimization prob-
lem were discussed by Zhang-Li-Teo [8] and Long-
Peng [12], respectively. The k0-well-posedness at a
minimizer introduced in [8] was clarified and dealt
with in the setting of set optimization problems by
Gutiérrez-Miglierina-Molho-Novod [11].

It is worth noting that the ordering structures con-
sidered above were always defined by constant cones.
In view of this fact, a cone mapping is introduced to
define a variable ordering structure and the notions of
well-posedness for set optimization problems are dis-
cussed under the defined ordering structure in this pa-
per.

Let R, R+ and N be the sets of real numbers, non-
negative real numbers and positive integers, respec-
tively, and let N (∗) be the collection of open neigh-
borhoods of ∗, where ∗ is a point or a set. A set-valued
mapping f : X → 2Y is said to be strict if f(x) ̸= ∅
for each x ∈ X, where X and Y are nonempty sets.

A subset D of a real topology vector space Y is
called a cone, if λx ∈ D for all x ∈ D and λ > 0.
A cone D in Y is said to be proper if D ̸= Y ; to be
pointed if D ∩ (−D) = {0Y }. Let S(Y ) represent
the collections of all nonempty subsets of Y . A set
A ∈ S(Y ) is said to be D-proper if A + D ̸= Y ;
to be D-closed ([19]) if A+clD is closed, where clD
represents the closure of D; to be D-bounded ([19])
if for each neighborhood U ∈ N (0Y ), there exists
λ > 0 such that A ⊂ λU + D. The families of
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all D-proper, D-bounded and D-closed subsets of Y
are denoted by SD(Y ), SbD(Y ) and ScD(Y ), respec-
tively. It follows that each nonempty compact set of
Y is both D-bounded and D-closed (see Lemma 3.3
in [19]) and also D-proper if further D is proper. For
every A, B ∈ S(Y ) and λ ∈ R, we write A + B =
{x + y : x ∈ A, y ∈ B}, λA = {λx : x ∈ A} and
x+A = {x}+A.

Let Y be a real topological vector space ordered
by a convex closed cone D ⊂ Y with nonempty inte-
rior. For any x, y ∈ Y , write x ≤D y if y − x ∈ D
and x ≪D y if y − x ∈intD. For any A, B ∈ S(Y ),
denote A ≤l

D B and A ≪l
D B by B ⊂ A + D and

B ⊂ A+intD, respectively. For any A ⊂ S(Y ), the
l-strong minimal set [10] (resp., l-strong maximal set)
of A is defined as

l − sMinDA = {A ∈ A : A ≤l
D B, ∀ B ∈ A}

(resp.,

l − sMaxDA = {A ∈ A : B ≤l
D A, ∀ B ∈ A}.)

In the sequel, we always let X be a nonempty
closed subset of a Hausdorff topological space X and
Y be a real Hausdorff topological vector space, let
C : X → 2Y be a set-valued mapping. The so-
called cone mapping is that C(x) is a closed con-
vex cone with nonempty interior for each x ∈ X and
e : X → Y a vector-valued mapping satisfying that
e(x) ∈ −intC(x) for each x ∈ X .

Let f : X → 2Y be a strict set-valued mapping.
The l-set minimization problem and the l-set maxi-
mization problem are given as follows:

(lP )

{
l −MinimizeCf(x)
subject to x ∈ X,

and

(lQ)

{
l −MaximizeCf(x)
subject to x ∈ X,

respectively. x̄ ∈ X is called an l-strong minimal
solution of (lP ) (resp., l-strong maximal solution of
(lQ)) with respect to C if

x̄ ∈ F l = {x ∈ X : f(x) ∈ l − sMinC(x)A}

(resp.,

x̄ ∈ Gl = {x ∈ X : f(x) ∈ l − sMaxC(x)A}),

where A = {f(y) : y ∈ X}. If C(x) = D for all
x ∈ X, then the conception of l-strong minimal solu-
tion of (lP ) with respect to C reduces to the notion of
strong optimal solution with respect to the pre-order
≤l
D defined by Definition 5.1 (ii) in [10].

The rest is organized as follows: In Section 2,
some preliminaries are provided. In Sections 3, the
metric characterizations and sufficient criteria of (lP )
and (lQ) are proposed. The equivalent relations be-
tween the well-posedness of (lP ) and of (S) and be-
tween well-posedness of (lQ) and of (S) are estab-
lished in Section 4, where (S) represents a scalar-
ization minimizing problem with objective function
ϕ : X → R ∪ {+∞} is described as follows:

(S)

{
Minimize ϕ(x)
subject to x ∈ X.

It is worth mentioning that ϕ is just a gap function of
(lP ) or (lQ). The optimal set and optimal value of (S)
are denoted by argminϕ and ũ, respectively. Finally,
by discussing the lower semi-continuity and convexity
of the gap functions of l-set convex optimization prob-
lems, their well-posedness are investigated in Section
5.

2 Preliminaries

Let X and Y be topological spaces. A function
g : X → R ∪ {+∞} is said to be upper semi-
continuous (resp., lower semi-continuous) on X, if
{x ∈ X : g(x) < λ} (resp., {x ∈ X : g(x) > λ})
is open for each λ ∈ R; to be level-compact on X, if
{x ∈ X : g(x) ≤ λ} is compact for λ ∈ R.

The following conceptions of continuity for a set-
valued mapping can be found in [20].

A set-valued mapping f : X → 2Y is said to
be upper semi-continuous at x0 ∈ X, if for any
N ∈ N (f(x0)), there exists B ∈ N (x0) such that
f(x) ⊂ N for all x ∈ B; to be lower semi-continuous
at x0 ∈ X, if for any y0 ∈ f(x0) and anyN ∈ N (y0),
there exists B ∈ N (x0) such that f(x) ∩ N ̸= ∅ for
all x ∈ B; to be upper semi-continuous (resp., lower
semi-continuous) on X , if f is upper semi-continuous
(resp., lower semi-continuous) at each x ∈ X; to be
continuous at x0 ∈ X (resp., on X), if f is both up-
per semi-continuous and lower semi-continuous at x0
(resp., on X); to be closed, if its graph Graphf =
{(x, y) ∈ X× Y : y ∈ f(x)} is closed in X× Y .

Suppose that (X, ∥ · ∥) is a finite dimension
normed linear space and X is a nonempty subset of
X. g : X → R ∪ {+∞} is said to be level-bounded
on X , if X is bounded or

lim
x∈X, ∥x∥→+∞

g(x) = +∞.

Lemma 1. [21] (i) (See [20]) Suppose that X and
Y are Hausdorff topological spaces. If a set-valued
mapping f : X → 2Y is upper semi-continuous on X
with closed-values, then f is closed.
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(ii) Let X be a Hausdorff topological space and
Y a real Hausdorff topological vector space, and let
f, g : X → 2Y be two set-valued mappings. If both
f and g are upper semi-continuous on X, then so is
f + g.

Proof. (ii) This argument is analogous to that of The-
orem 5.1.3 in [21]. ⊓⊔

Let (X, d) be a metric space and A, B ⊂ X
nonempty subsets. The excess ẽ(A,B) of A to B and
the Hausdoraff distance H(A,B) of A and B are de-
fined as

ẽ(A,B) = sup{d(x,B) : x ∈ A},

H(A,B) = max{ẽ(A,B), ẽ(B,A)},
respectively, where d(x,B) is the distance from x to
B.

Let A be a nonempty bounded subset of a com-
plete metric space (X, d). The Kuratowski noncom-
pactness measure [22] of A is defined as

α(A) = inf

ε > 0

∣∣∣∣ ∃ n ∈ N, s.t.
A ⊂ ∪ni=1Ai,
diamAi < ε, ∀ i ∈ [1, n]


where diamA = sup{d(a, b) : a, b ∈ A} is the
diameter of A. It follows from [22] that

(i) α(A) = 0 if A is compact;
(ii) For ε > 0, B = {a ∈ X : d(a,A) < ε}, then

α(B) ≤ α(A) + 2ε;
(iii) α(A) = α(clA).
Now we introduce and discuss the scalarization

functions involving set-valued mappings under vari-
able order structure in order to establish the gap func-
tions of (lP ) and (lQ). In the rest of this section,
assume that Y is a real topological vector space or-
dered by a proper, closed and convex cone D with
intD ̸= ∅. Set d0 ∈ −intD and a ∈ Y . A mapping
Gd0,D,a : Y → R defined by, for ∀y ∈ Y ,

Gd0,D,a(y) = min{λ ∈ R : y ∈ λd0 + a+D}

is called the Gerstewizt’s function. The Gerstewizt’s
function with a = 0Y is studied in [19, 23]. If further
D is pointed, it is discussed in [24].

Using a set A ∈ S(Y ) substitute a, a function
Gd0,D,A : Y → R∪{−∞} is defined as, for ∀ y ∈ Y ,

Gd0,D,A(y) = inf{λ ∈ R : y ∈ λd0 +A+D}.

Obviously, Gd0,D,A(y) = inf{Gd0,D,a(y) : a ∈ A}.

Definition 2. Define a scalarization function Gd0,D :
SD(Y )× SD(Y ) → R ∪ {±∞} by

Gd0,D(A,B) = sup{Gd0,D,A(b) : b ∈ B},
∀ (A,B) ∈ SD(Y )× SD(Y ).

WhenD is pointed, bothGd0,D,A andGd0,D have
been studied in [6, 11]. By inspecting carefully, it is
easy to see that the arguments of Lemmas 2.16, 2.17,
3.5, Proposition 3.2 and Theorems 3.6, 3.10 in [6] do
not require the assumption that D is pointed. Based
on this fact, we give the following consequences.

Lemma 3. (i) Let A ∈ S(Y ). Then

A ∈ SD(Y ) ⇐⇒ Gd0,D,A(y) > −∞, ∀ y ∈ Y.

(ii) For any A ∈ SD(Y ), y ∈ Y and λ ∈ R, we
have

(a) Gd0,D,A(y) < λ⇐⇒ λd0 +A≪l
D y;

(b) Gd0,D,A(y) ≤ λ⇐⇒ y ∈ λd0+cl(A+D).
Moreover, if A ∈ ScD(Y ), then

Gd0,D,A(y) ≤ λ⇐⇒ λd0 +A ≤l
D y.

Proof: (i) The sufficiency is clear. Now we show its
necessity. Let R(λ) = λd0 + A + D and r(λ) =
λd0 + A+intD. Argue it by contradiction. Suppose
that Gd0,D,A(y0) = −∞ for some y0 ∈ Y . Then
y0 ∈ λd0 + A + D, ∀ λ ∈ R. It is easy to obtain
r(λ) ⊂ R(λ) ⊂ r(µ) ⊂ R(µ) for any λ < µ. So
y0 ∈ λd0 +A+intD, ∀ λ ∈ R, namely,

y0 − λd0 ∈ A+ intD, ∀ λ ∈ R. (1)

For any x ∈ Y , taking µ ∈ R such that x ∈
−µd0+intD, we have x ∈ −y0 + y0 −µd0 + intD ⊂
−y0 + A + intD by (1). Thus Y ⊂ −y0 + A+intD,
which contradicts to A ∈ SD(Y ).

(ii) This proof is similar to that of Theorem 2.1 in
[23]. ⊓⊔

Lemma 4. (i) For any A ∈ SD(Y ) ∩ ScD(Y ), B ∈
SD(Y ) and λ ∈ R,

Gd0,D(A,B) ≤ λ⇐⇒ λd0 +A ≤l
D B.

(ii) Gd0,D(A,A) = 0, ∀ A ∈ SD(Y ) ∩ ScD(Y ).

(iii) If A ∈ SD(Y ) ∩ SbD(Y ) ∩ ScD(Y ) and B ∈
SD(Y )∩ScD(Y ), thenGd0,D(A,B) is real-valued and

Gd0,D(A,B) = min{λ ∈ R : λd0 +A ≤l
D B}.

Proof: (i) Clearly, this follows from Lemma 3 (ii).
(ii) We proceed analogously to the proof of Theorem
3.10 (i) in [6]. (iii) This consequence is shown by
referring to the arguments of Proposition 3.2 and The-
orem 3.6 in [6]. ⊓⊔

Let

SC(Y ) = ∩{SC(x)(Y ) : x ∈ X},
SbC(Y ) = ∩{SbC(x)(Y ) : x ∈ X},
ScC(Y ) = ∩{ScC(x)(Y ) : x ∈ X}.
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Two important assumptions are list as follows:
(A) C(x) is proper for each x ∈ X;

(B) f(x) ∈ SC(Y ) ∩ SbC(Y ) ∩ ScC(Y ) for each
x ∈ X .

Obviously, both SbC(Y ) and ScC(Y ) are
nonempty. If further (A) holds, then SC(Y ) is
nonempty. By the way, the following exemplifies that
(A) and (B) can be satisfied even if C is not a constant
mapping.

Example 5. Let X = R, Y = R2 and X = R+ and
let C : X → 2Y be defined as

C(x) = {(u, v) : v ≥ −xu and v ≥ 0},
∀ x ∈ X.

(2)

Evidently, R2
+ ⊂ C(x) ⊂ {(u, v) : v ≥ 0} and C(x)

is proper for each x ∈ X . So (A) is satisfied. For any
compact-valued mapping f : X → 2Y , (B) is also
satisfied.

The following conceptions of scalarization func-
tions involving set-valued mappings under variable
order structure are well-defined according to Lemma
4 (iii).

Definition 6. Assume that (A) and (B) hold. Define
two scalarization functions ξe,C , ηe,C : X ×X → R,
respectively, as

ξe,C(x, y) = min{λ : λe(x) + f(x) ≤l
C(x) f(y)},

and

ηe,C(x, y) = min{λ : λe(x) + f(y) ≤l
C(x) f(x)}.

Lemma 7. Under (A) and (B), it yields that for each
x, y ∈ X and λ ∈ R,

(ξ1): ξe,C(x, y) ≤ λ ⇐⇒ λe(x) + f(x) ≤l
C(x)

f(y);

(ξ2): ξe,C(x, y) < λ ⇐⇒ λe(x) + f(x) ≪l
C(x)

f(y);

(ξ3): ξe,C(x, x) = 0.

(η1): ηe,C(x, y) ≤ λ ⇐⇒ λe(x) + f(y) ≤l
C(x)

f(x);

(η2): ηe,C(x, y) < λ ⇐⇒ λe(x) + f(y) ≪l
C(x)

f(x);

(η3): ηe,C(x, x) = 0.

Proof: We arrive at these conclusions in view of
Lemmas 3 (ii) and 4 (ii). ⊓⊔

3 Well-posedness of (lP ) and (lQ)

For each ε ≥ 0, a ε-l-minimizing set of (lP ) (resp., ε-
l-maximizing set of (lQ)) is defined as

F l(ε) = {x ∈ X : f(x)+εe(x) ≤l
C(x) f(y), ∀ y ∈ X}

(resp.,

Gl(ε) = {x ∈ X : f(y) ≤l
C(x) f(x)−εe(x), ∀ y ∈ X}).

Clearly, F l(0) = F l, Gl(0) = Gl, F l ⊂ F l(ε) and
Gl ⊂ Gl(ε) for each ε > 0. In addition, for any 0 <
ε < ε′, F l(ε) ⊂ F l(ε′) and Gl(ε) ⊂ Gl(ε′).

Definition 8. (i) A sequence {xn} is called an l-
minimizing sequence of (lP ), if there exists {εn} ⊂
R+ with εn → 0 such that xn ∈ F l(εn).

(ii) (lP ) is said to be well-posed, if F l ̸= ∅ and
for any l-minimizing sequence {xn}, there exists a
subsequence {xni} ⊂ {xn} such that xni → x̄ ∈ F l

as i→ +∞.

Definition 9. (i) A sequence {xn} is called an l-
maximizing sequence of (lQ), if there exists {εn} ⊂
R+ with εn → 0 such that xn ∈ Gl(εn).

(ii) (lQ) is said to be well-posed, if Gl ≠ ∅ and
each l-maximizing sequence {xn} has a subsequence
{xni} such that xni → x̄ ∈ Gl as i→ +∞.

Remark 10. Further assume that (X, d) is a metric
space.

(i) (lP ) is well-posed if and only if F l is a
nonempty compact set and for its any l-minimizing se-
quence {xn}, d(xn,F l) → 0.

(ii) The well-posedness of (lQ) is equivalent to
the fact that Gl is nonempty compact and for its any
l-maximizing sequence {xn}, d(xn,Gl) → 0.

Lemma 11. Suppose that
(a1) f is upper semi-continuous on X and f(x)

is C(x)-closed for each x ∈ X;
(a2) e is continuous on X;
(a3) C is upper semi-continuous on X .

Then (i) F l(ε) is closed for each ε > 0;
(ii) F l = ∩ε>0F l(ε).

Proof: (i) For each ε > 0, let {xn} ⊂ F l(ε)
with xn → x̄ ∈ X . Then f(xn) + εe(xn) ≤l

C(xn)

f(y), ∀ y ∈ X, and so

z ∈ f(xn) + εe(xn) + C(xn),
∀ z ∈ f(y), ∀ y ∈ X.

(3)

The upper semi-continuity of f and C implies the up-
per semi-continuity of f + C by Lemma 1 (ii). Since
f+C is closed-valued in virtue of (a1), f+C is closed
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on X by Lemma 1 (i). This, together with (3) and the
continuity of e, implies

z ∈ f(x̄) + εe(x̄) + C(x̄)
∀ z ∈ f(y), ∀ y ∈ X,

(4)

namely, f(x̄) + εe(x̄) ≤l
C(x̄) f(y), ∀ y ∈ X. Thus,

x̄ ∈ F l(ε) and the closeness F l(ε) is shown.
(ii) It is sufficient to verify ∩ε>0F l(ε) ⊂ F l. If

x̄ ∈ ∩ε>0F l(ε), then (4) holds for each ε > 0. By
letting ε → 0 in (4), the closeness of f(x̄) + C(x̄)
implies that z ∈ f(x̄) +C(x̄), ∀ z ∈ f(y), ∀ y ∈ X ,
and so f(x̄) ≤l

C(x̄) f(y), ∀ y ∈ X, that is, x̄ ∈ F l. ⊓⊔

Lemma 12. If (a2)-(a3) and the following are ful-
filled:

(a4) f is lower semi-continuous on X with
compact-values,
then

(i) Gl(ε) is closed for each ε > 0;
(ii) Gl = ∩ε>0Gl(ε).

Proof: (i) For each ε > 0, by taking {xn} ⊂ Gl(ε)
with xn → x̄ ∈ X , it follows that f(y) ≤l

C(xn)

f(xn)− εe(xn), ∀ y ∈ X. In view of the lower semi-
continuity of f , for each ū ∈ f(x̄), ûn ∈ f(xn) can
be chosen to satisfy ûn → ū by the equivalent state-
ment of lower semi-continuity (See [20]). Then for
each y ∈ X,

ûn−εe(xn) ∈ v̂n+C(xn) for some v̂n ∈ f(y). (5)

Assume that v̂n → v̄ ∈ f(y) with loss of generality.
To all appearances, C is closed by Lemma 1 (i). Let-
ting n→ +∞ in (5), we have ū− εe(x̄) ∈ v̄+C(x̄),
and so f(x̄) − εe(x̄) ⊂ f(y) + C(x̄). Thereby, x̄ ∈
Gl(ε) and Gl(ε) is closed.

(ii) Now testify ∩ε>0Gl(ε) ⊂ Gl for each ε > 0.
Taking x̄ ∈ ∩ε>0Gl(ε), we have u− εe(x̄) ⊂ f(y) +
C(x̄), ∀ u ∈ f(x̄). It is obvious that f(y) is C(x̄)-
closed due to its compactness. Hence f(x̄) ⊂ f(y) +
C(x̄), ∀ y ∈ X , and so x̄ ∈ Gl. ⊓⊔

Theorem 13. Suppose that (X, d) is a Hausdorff
complete metric space and X is a nonempty closed
bounded subset.

(i) If (lP ) is well-posed, then

F l(ε) ̸= ∅, ∀ ε ≥ 0 and lim
ε→0

α(F l(ε)) = 0. (6)

(ii) If (a1)-(a3) hold, then (6) implies the well-
posedness of (lP ).

Proof: (i) The well-posedness of (lP ) implies that
F l is nonempty compact. Since F l ⊂ F l(ε), ∀ ε >
0, α(F l) = 0 and F l(ε) ̸= ∅ for all ε > 0,

which deduces that α(F l(ε)) ≤ 2ẽ(F l(ε),F l) +
α(F l) = 2ẽ(F l(ε),F l). Now it suffices to testify that
lim
ε→0

ẽ(F l(ε),F l) = 0. Or else, there exist r > 0,

εn ↓ 0 and xn ∈ F l(εn) such that

d(xn,F l) ≥ r for all n ∈ N. (7)

Clearly, {xn} is an l-minimizing sequence of (lP ) and
satisfies d(xn,F l) → 0 by Remark 10 (i), which con-
tradicts to (7).

(ii) For any l-minimizing sequence of (lP ), take
{εn} ⊂ R+ with εn → 0 such that xn ∈ F l(εn).
By Lemma 11 and the boundedness of X , F l(εn) is a
nonempty bounded and closed, and limε→0F l(ε) =
F l. Since F l(ε) ⊂ F l(ε′) for any 0 < ε < ε′, and
limε→0 α(F l(ε)) = 0, F l is nonempty compact and
limε→0H(F l(ε),F l) = 0 by Kuratowski Theorem
[22]. Thereby, limε→0 d(xn,F l) = 0 and so the well-
posedness of (lP ) is testified by Remark 10 (i). ⊓⊔

A similar argument of the proof in Theorem 13
covers the case where the metric characterization of
(lQ) is obtained according to Lemma 12.

Theorem 14. Let (X, d) be a Hausdorff complete met-
ric space and X a nonempty closed bounded subset.

(i) If (lQ) is well-posed, then

Gl(ε) ≠ ∅, ∀ ε ≥ 0 and lim
ε→0

α(Gl(ε)) = 0. (8)

(ii) If (a2)-(a4) are imposed, then (8) implies the
well-posedness of (lQ).

Now we pay attention to the sufficient conditions
of well-posedness of (lP ) and (lQ).

Theorem 15. Assume that (a1)-(a3) hold and F l ̸= ∅.
Then (lP ) is well-posed if

(b1) F l(ε0) is compact for some ε0 > 0.

Proof: For any l-minimizing sequence {xn} of (lP ),
let {εn} ⊂ R+ with εn → 0 satisfying xn ∈ F l(εn).
Under (b1), assume that xn → x̄ ∈ X without loss of
generality since xn ∈ F l(ε0) for enough large n ∈ N.
Then f(xn)+εne(xn) ≤l

C(xn)
f(y), ∀ y ∈ X. By the

similar argument of the proof in Lemma 11 (i), we see
that f + C is closed, and so f(x̄) ≤l

C(x̄) f(y), ∀ y ∈
X, namely, x̄ ∈ F l. Consequently, (lP ) is well-posed.
⊓⊔

Theorem 16. Let (a2)-(a4) hold and Gl ≠ ∅. Then
(lQ) is well-posed if

(b2) Gl(ε0) is compact for some ε0 > 0.

Proof: For any given l-maximizing sequence {xn}
of (lQ), let {εn} ⊂ R+ with εn → 0 such that
xn ∈ Gl(εn). As a result of (b2), {xn} has a subse-
quence, still denoted by {xn}, such that xn → x̄ ∈ X .
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This means f(y)+ εne(xn) ≤l
C(xn)

f(xn), ∀ y ∈ X.

Furthermore, we have f(y) ≤l
C(x̄) f(x̄), ∀ y ∈ X by

the analogous argument of the proof in Lemma 12 (i),
and so x̄ ∈ Gl. Therefore, the well-posedness of (lQ)
is shown. ⊓⊔

Note that the upper semi-continuity (resp., lower
semi-continuity) of f is necessary to guarantee the
well-posedness of (lP ) (resp., (lQ)) in Theorem 15
(resp., Theorem 16). See the following examples.

Example 17. Let X = R, Y = R2 and X = [0, 1] ∪
[2, 3], let C, e and f be defined by

C(x) =

{
R2
+, x ∈ [0, 1],

−R2
+, x ∈ [2, 3],

(9)

e(x) =

{
(−1,−1), x ∈ [0, 1],
(1, 1), x ∈ [2, 3],

(10)

f(x) =

{
{(0, 0)}, x = 0,
R2
+, x ∈ (0, 1] ∪ [2, 3].

By observing simply, (lP ) is ill-posed (i.e., not well-
posed) by Remark 10 (i) since F l = (0, 1] ∪ [2, 3]
is noncompact. Apparently, the conditions except the
upper semi-continuity of f in Theorem 15 are satisfied
(Indeed, f is not upper semi-continuous at x = 0).

Example 18. Let X = R, Y = R2 and X = [0, 1] ∪
[2, 3]. Define C by (9), e by (10), and f by

f(x) =

{
{(0, 0)}, x = 0,
[1, 2]× [1, 2], x ∈ (0, 1] ∪ [2, 3].

Lightly, Gl = (0, 1] ∪ [2, 3], which implies the ill-
posedness of (lQ) by Remark 10 (ii). It is easy to show
that the conditions in Theorem 16 are satisfied exclud-
ing the lower semi-continuity of f (Actually, f fails to
be lower semi-continuous at x = 0).

By Remark 10 and Theorems 15-16, the follow-
ing implications hold:

well-posedness of (lP )
=⇒ F l is nonempty compact,

well-posedness of (lQ)
=⇒ Gl is nonempty compact,

(b1)
(a1)−(a3)
=⇒ well-posedness of (lP ),

(b2)
(a2)−(a4)
=⇒ well-posedness of (lQ).

In the following results, we will see that the recip-
rocal statements are true in a Hausdorff locally com-
pact metric space (X, d).

Theorem 19. Assume that (X, d) is a Hausdorff lo-
cally compact metric space and F l(ε) is a connected
subset for each ε ≥ 0. If (a1)-(a3) hold, then the fol-
lowing are equivalent:

(i) F l ̸= ∅ and (b1) holds;
(ii) (lP ) is well-posed;
(iii) F l is nonempty compact.

Proof: The implications (i) ⇒ (ii) and (ii) ⇒ (iii) are
Theorem 15 and Remark 10 (i), respectively.

(iii) ⇒ (i) According to the local compactness of
X, there exists ϵ > 0 such that Bϵ = {x : d(x,F l) <
ϵ} has compact closure. Write Sϵ = {x : d(x,F l) =
ϵ}. If (b1) fails, then F l( 1n)∩(Bϵ)

c ̸= ∅ for all n ∈ N.
Otherwise, F l( 1n) ⊂ Bϵ ⊂ clBϵ and so F l( 1n) is com-
pact for all n ∈ N by Lemma 11 (i), which is absurd
by the assumption that (b1) fails. Since ∅ ̸= F l ⊂
F l( 1n) ∩ Bϵ, xn can be selected in F l( 1n) ∩ Sϵ by the
connection of F l( 1n) for each n ∈ N. Without loss of
generality, let xn → x̄ ∈ Sϵ by the compactness of Sϵ.
Clearly, f(xn) +

1
ne(xn) ≤

l
C(xn)

f(y), ∀ y ∈ X.

By the similar argument of (4), we have f(x̄) ≤l
C(x̄)

f(y), ∀ y ∈ X and so x̄ ∈ F l. An obvious contradic-
tion arises. Thus, (b1) holds. ⊓⊔

Theorem 20. Suppose that (X, d) is a Hausdorff lo-
cally compact metric space and Gl(ε) is a connected
subset for each ε ≥ 0. If (a2)-(a4) are fulfilled, then
the following are equivalent:

(i) Gl ̸= ∅ and (b2) holds;
(ii) (lQ) is well-posed;
(iii) Gl is nonempty compact.

Proof: Similar to the proof in the preceding Theorem.

4 The relations between well-
posedness of (lP )/(lQ) and that
of (S)

Now the equivalent relations between the well-
posedness of (lP ) and that of (S) and between well-
posedness of (lQ) and that of (S) are studied, where
we regard the gap functions of (lP ) and (lQ) as the
objective function ϕ of (S).

Definition 21. (i) {xn} is called a minimizing se-
quence of (S), if limn→+∞ ϕ(xn) = ũ.

(ii) (S) is said to be well-posed, if argmin ϕ ≠ ∅
and any minimizing sequence {xn} of (S) has a sub-
sequence {xni} satisfying xni → x̄ ∈ argminϕ as
i→ +∞.

Definition 22. A function g : X → R ∪ {+∞} is
called a gap function of (lP ) (resp., (lQ)), if

(i) g(x) ≥ 0 for all x ∈ X;
(ii) g(x) = 0 if and only if x ∈ F l (resp., x ∈ Gl.)
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Lemma 23. Let the criteria (A) and (B) hold and de-
fine F, G : X → R ∪ {+∞} as follows:

F (x) = sup
y∈X

ξe,C(x, y), ∀ x ∈ X, (11)

G(x) = sup
y∈X

ηe,C(x, y), ∀ x ∈ X, (12)

respectively, where ξe,C and ηe,C are defined by Def-
inition 6. Then F (resp., G) is a gap function of (lP )
(resp., (lQ)).

Proof: For any x ∈ X , ξe,C(x, x) = 0 by Lemma 7
(ξ3). Thus,

F (x) ≥ 0, ∀ x ∈ X. (13)

Finally,

F (x) = 0
⇐⇒ ξe,C(x, y) ≤ 0, ∀ y ∈ X (By (13))
⇐⇒ f(x) ≤l

C(x) f(y), ∀ y ∈ X (By (ξ1))

⇐⇒ x ∈ F l.

Thus F is a gap function of (lP ).
It follows from the similar argument that

G(x) ≥ 0, ∀ x ∈ X (14)

according to Lemma 7 (η3), and that G(x) = 0 if and
only if x ∈ Gl by Lemma 7 (η1) and (14). This com-
pletes to verity the fact that G is a gap function of
(lQ).

Theorem 24. Under the terms (A) and (B), we have
(i) (lP ) is well-posed if and only if so is (S), where

its objective mapping ϕ = F is defined by (11).
(ii) (lQ) is well-posed if and only if so is (S),

where its objective mapping ϕ = G is defined by (12).

Proof: (i) Clearly, x ∈ F l if and only if x ∈argminF
and ũ = 0. In addition,

{xn} is an l-minimizing sequence of (lP )
⇐⇒ ∃ {εn} ∈ R+ with εn → 0 s.t. xn ∈ F l(εn)
⇐⇒ ∃ {εn} ∈ R+ with εn → 0 s.t.

ξe,C(xn, y) ≤ εn, ∀y ∈ X , (By (ξ1))
⇐⇒ ∃ {εn} ∈ R+ with εn → 0 s.t. F (xn) ≤ εn
⇐⇒ limn→+∞ F (xn) = 0 = ũ (By (13))
⇐⇒ {xn} is a minimizing sequence of (S).
Thereby, the conclusion of this theorem is proved.

(ii) Similarly, in the case of (lQ), the equivalent
relation is verified by Lemma 7 (η1) and (14). ⊓⊔

Further assume that (X, d) is a metric space. By
Theorem 24, the well-posedness of (lP ) (resp., (lQ))
is equivalent to the fact that for any l-minimizing se-
quence {xn} of (lP ) (resp., l-maximizing sequence
{xn} of (lQ)), F (xn) → ũ (resp., G(xn) → ũ) im-
plies d(xn,F l) → 0 (resp., d(xn,Gl) → 0. It’s nature

to consider how to estimate a bound below |F (x)− ũ|
(resp., |G(x) − ũ|) by d(x,F l) (resp., d(x,Gl)). A
forcing function is defined for this purpose. A real-
valued function c : T → R+ is called a forcing func-
tion [25], if

0 ∈ T ⊂ R+, c(0) = 0,
tn ∈ T, c(tn) → 0 =⇒ tn → 0.

Theorem 25. Let (X, d) be a Hausdorff metric space.
The following assertions are equivalent based on the
assumptions of (A) and (B):

(i) (lP ) is well-posed;
(ii) F l is nonempty compact and there exists a

forcing function c : T = {d(x,F l) : x ∈ X} → R+

satisfying

F (x) ≥ c(d(x,F l)), ∀ x ∈ X, (15)

where F is defined by (11).

Proof: In virtue of Lemma 23, F is a gap function of
(lP ).

If (i) holds, then F l is nonempty compact by Re-
mark 10 (i). Now define c : T = {d(x,F l) : x ∈
X} → R+ by

c(t) = inf{F (x) : d(x,F l) = t}, ∀ t ∈ T.

Then d(x,F l) = t = 0 implies x ∈ F l by the com-
pactness of F l and so F (x) = 0 according to Defi-
nition 22 (ii). Thus, c(0) = 0. Letting tn ∈ T with
c(tn) → 0, we have c(tn) = inf{F (x) : d(x,F l) =
tn}. {xn} ⊂ X can be selected to satisfy tn =
d(xn,F l) and F (xn) → 0 by the definition of in-
fimun. Obviously, {xn} is a minimizing sequence of
(S) with objective mapping ϕ = F , and also an l-
minimizing sequence of (lP ) by ũ = 0 and the ar-
gument of the proof of Theorem 24 (i). As a result,
tn → 0 and (15) holds. Therefore, the assertion (ii) is
true.

On the contrary, (ii) means for any l-minimizing
sequence {xn} of (lP ),(15) becomes F (xn) ≥
c(d(xn,F l)), ∀ n ∈ N. By the same argument of
the proof of Theorem 7 (i), {xn} is a minimizing
sequence of (S) with ϕ = F. So F (xn) → 0 and
c(tn) → 0, where tn = d(xn,F l). By (15), we have
tn → 0. This, together with the assumption that F l

is nonempty compact, deduces the well-posedness of
(lP ) by Remark 10 (i).

Theorem 26. Let (X, d) be a Hausdorff metric space.
The following are equivalent to each other under (A)
and (B):

(i) (lQ) is well-posed;
(ii) Gl is nonempty compact and there exists a

forcing function c : T = {d(x,Gl) : x ∈ X} → R+

such that G(x) ≥ c(d(x,Gl)), ∀ x ∈ X, where G is
defined by (12).
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Proof: In virtue of Lemma 23, G is a gap func-
tion of (lQ). The rest of this proof closely resembles
that of Theorem 25 by referring to the proof of The-
orem 24 (ii) instead of Theorem 24 (i) and replacing
l-minimizing sequence by l-maximizing sequence. ⊓⊔

5 Well-posedness of l-set convex opti-
mization problem

In general, the objective mapping ϕ of (S) is required
to be lower semi-continuous. Also, Beer-Lucchetti
[26] pointed out a main fact that all convex and lower
semi-continuous problems (S) defined on a locally
compact metric space with a unique minimizer are
well-posed. Applying the convexity and lower semi-
continuity of the constructed gap functions, we stud-
ied the well-posedness of l-set convex optimization
problem.

Lemma 27. Both the following conclusions hold in
case of the hypotheses (A) and (B).

(i) If (a1)-(a3) hold, then F defined by (11) is
lower semi-continuous on X . If F l ̸= ∅, then
domF ̸= ∅.

(ii) If (a2)-(a4) hold, then G defined by (12) is
lower semi-continuous onX . If Gl ̸= ∅, then domG ̸=
∅.

Proof: (i) In order to show the lower semi-continuity
of F , it is sufficient to testify the closeness of L(ε) =
{x ∈ X : F (x) ≤ ε} for each ε ∈ R. As a matter
of fact, letting {xn} ⊂ L(ε) with xn → x̄, we have
ξe,C(xn, y) ≤ ε, ∀ y ∈ X. This implies (3) owing to
Lemma 7 (ξ1). By the similar argument of the proof
in Lemma 11, we can obtain x̄ ∈ L(ε), and so F is
lower semi-continuous on X . If F l ̸= ∅, then F (x) =
0, ∀ x ∈ F l by Lemma 23. Thus domF ̸= ∅.

(ii) The analogy argument covers the cases where
G is lower semi-continuous and domG ̸= ∅ by apply-
ing Lemma 7 (η1) and Lemma 23. ⊓⊔

Definition 28. Suppose that X is a nonempty convex
subset of a topological vector space X. A set-valued
mapping f : X → 2Y is said

(i) to be convex-like (resp., concave-like) on X if
for each x1, x2 ∈ X and each t ∈ [0, 1],

tf(x1) + (1− t)f(x2) ⊂ f(tx1 + (1− t)x2)

(respectively,

f(tx1 + (1− t)x2) ⊂ tf(x1) + (1− t)f(x2);

(ii) to be C-convex (resp., C-concave) if f +C is
convex-like (resp., concave-like) on X .

Remark 29. (i) If C(x) = K, ∀ x ∈ X , then the
notion of C−convexity reduces that of K−convexity
introduced by Fang-Hu-Huang [27].

(ii) If X = X = Rm and Y = Rn, the convex
process from X to Y defined by Rockafellar [28] is
just a convex-like mapping.

Lemma 30. Suppose that X is a Hausdorff topologi-
cal vector space and X is a nonempty closed convex
subset of X. Besides the qualifications (A) and (B), let
the following condition hold:

(C) intC̄ ≠ ∅, and e(x) = ē ∈ −intC̄, ∀ x ∈ X ,
where C̄ = ∩{C(x) : x ∈ X}.

(i) If f is C-convex on X , then F defined as (11)
is convex on X .

(ii) If f is concave-like on X with convex-values
and C is convex-like on X , then G defined as (12) is
convex on X

Proof: (i) Apparently, it’s enough to testify

ξē,C(tx1 + (1− t)x2, y)
≤ tξē,C(x1, y) + (1− t)ξē,C(x2, y)

(16)

for each x1, x2, y ∈ X and each t ∈ [0, 1]. Indeed,
letting λi = ξē,C(xi, y), i = 1, 2, we have f(y) ⊂
λiē + f(xi) + C(xi), i = 1, 2 by Lemma 7 (ξ1). In
this event,

f(y) ⊂ tf(y) + (1− t)f(y)
⊂ t(λ1ē+ f(x1) + C(x1))
+(1− t)(λ2ē+ f(x2) + C(x2))

⊂ (tλ1 + (1− t)λ2)ē
+f(tx1 + (1− t)x2) + C(tx1 + (1− t)x2)

in view of the C-concavity of f , which yields
ξē,C(tx1 + (1 − t)x2, y) ≤ tλ1 + (1 − t)λ2, viz.,
(16).

(ii) Clearly, f(y) = tf(y) + (1 − t)f(y), ∀ y ∈
X, ∀ t ∈ [0, 1] by the convex-values of f . For each
x1, x2, y ∈ X and each t ∈ [0, 1], it follows that

f(tx1 + (1− t)x2) ⊂ tf(x1) + (1− t)f(x2)
⊂ t(f(y) + ηē,C(x1, y)ē+ C(x1))

+(1− t)(f(y) + ηē,C(x2, y)ē+ C(x2))
⊂ f(y) + (tηē,C(x1, y) + (1− t)ηē,C(x2, y))ē

+C(tx1 + (1− t)x2)

and so ηē,C(tx1+(1− t)x2, y) ≤ tηē,C(x1, y)+(1−
t)ηē,C(x2, y) by Lemma 7 (η1). Therefore, G is con-
vex.

It is easy to see that the convexity-like of f im-
plies that f is convex-valued. However, the concavity-
like of f cannot guarantee this property. See the fol-
lowing example.
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Example 31. Let X = X = Y = R and f : X → 2Y

defined as

f(x) =

{
(−|x|, |x|) \ {0}, x ̸= 0,
{0}, x = 0.

It is easy to see that f is concave-like, but not convex-
valued.

In addition, neither C-convexity nor C-concavity
of f can guarantee that f is convex-valued. For exam-
ple, let X = X = Y = R and C(x) = R+, ∀ x ∈ X ,
and let f : X → 2Y be defined by

f(x) =

{
{0, x}, x ≥ 0,
{0}, x < 0.

By simply calculating, f is both C-convex and C-
concave, while not convex-valued.

On the other hand, the property of convex-values
of f cannot guarantee any one of convexity-like,
concavity-like, C-convexity and C-concavity. In
terms of single-valued mapping f , both convexity-like
and concavity-like of f are required to agree with

f(tx1 + (1− t)x2) = tf(x1) + (1− t)f(x2),
∀ x1, x2 ∈ X, ∀ t ∈ [0, 1],

while this equation fails in general.
Now let X = X = Y = R and f, g : X → 2Y be

defined as

f(x) =

{
{0}, x = 0,
{1}, x ≠ 0,

g(x) =

{
{1}, x = 0,
{0}, x ̸= 0.

Obviously, both f and g are convex-valued, but f fails
C-convex and g fails C-concave, since

1
2f(0) +

1
2f(1) + R+ ̸⊂ f(12) + R+

and

g(12) + R+ ̸⊂ 1
2g(0) +

1
2g(1) + R+.

Incidentally, the mapping defined by (2) satisfy-
ing intC̄ ̸= ∅.

Theorem 32. Assume that (X, d) is a Hausdorff lin-
ear, locally compact metric space, X is a nonempty
closed convex subset of X. If (A)-(C) and (a1)-(a3)
hold, f is C-convex on X , and F l is a singleton, then
(lP ) is well-posed.

Proof: Consider (S) with ϕ = F defined by (11).
It follows from Lemmas 27 and 30 that ϕ is con-
vex and lower semi-continuous on the convex set X .
Since F defined by (11) is a gap function of (lP ),
argminϕ = F l is a singleton. Thus (S) with ϕ = F is

well-posedness according as Theorem 2.1 in [26] and
so (lP ) is well-posed by Theorem 24 (i).

Also using Theorem 2.1 in [26], we obtain the fol-
lowing similarly by applying Theorem 24 (ii) instead
of Theorem 24 (i).

Theorem 33. Let (X, d) be a Hausdorff linear, locally
compact metric space and X a nonempty closed con-
vex subset of X. If (A)-(C) and (a2)-(a4) hold, f is
concave-like on X with convex-values, C is convex-
like on X and Gl is a singleton, then (lQ) is well-
posed.

By the way, based on the assumptions of (A) and
(B), the conclusion in Theorem 15 still holds if (b1) is
replaced by one of the following:

(b3) F is level-compact on F l(ε0) for some ε0 >
0;

(b4) X is a finite dimension normed linear space
and F is level-bounded on X .

In fact, (b3) implies that F l(ε0) = {x ∈
F l(ε0) : F (x) ≤ ε} for each ε ≥ ε0 and so it is
compact, that is, (b1) is satisfied. In addition, (b4)
deduces that A(ε) = {x ∈ X : F (x) ≤ ε} is
bounded for each ε ∈ R. Otherwise, ∥xn∥ → +∞
and F (xn) ≤ ε0 for some {xn} ⊂ A(ε0) and some
ε0 ∈ R, which is absurd by (b4). In addition, A(ε0)
is closed by Lemma 27 (i). Then A(ε0) is compact by
its boundedness and closeness and so (b1) is true by
F l(ε0) ⊂ A(ε0).

Likewise, the conclusion in Theorem 16 is true as
well if one of the criteria below is substituted for (b2)
in case of (A) and (B).

(b5) G is level-compact on Gl(ε0) for some ε0 >
0;

(b6) X is a finite dimension normed linear space
and G is level-bounded on X .
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